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ABSTRACT

The field of intelligent music production has been growing over recent years. There have been several different
approaches to automated reverberation. In this paper, we automate the parameters of an algorithmic reverb, based
on analysis of the input signals. Literature is used to produce a set of rules for the application of reverberation, and
these rules are then represented directly as direct audio feature. This audio feature representation is then used to

control the reverberation parameters, from the audio signal in real time.

1 Introduction

The application of reverberation is a vital aspect of
producing a mix. Reverberation can be used to give
the tracks space, tie them together and add ambience
and depth to the audio mix [1]. The creative intention
of an engineer is paramount to the ability to produce
a pleasant and balanced drum space and image. An
overview of automatic mixing approaches is presented
in [2].

[3] performed a study of reverb matching a reference
source, and identified that shorter reverbs are more
difficult to hear and need to be louder to be clearly
identified. [4] investigated the reverb parameters and
the impact of pre-delay on the perceived loudness of the
reverb. [5] demonstrated that more reverb can influence
the perception of a sound, making it seem more nat-
ural and spatially wider. [6] studied user preferences
of artificial reverb parameters, with varying musical

content, while [7] analysed a set of multitrack mixes to
determine preference of reverb level.

[8] developed an approach for automatic subgrouping
of audio tracks as in [9] a survey was performed with
ten distinguished professional mix engineers, in which
the use of subgrouping and reverb. It was identified re-
verb is commonly applied to a subgroup or mix bus [9].
There are a number of approaches to automatic mixing
and automatic parameter setting of audio effects [10]

There have been several approaches to producing an
automated reverb. A probabilistic soft logic approach
is taken by [11], where rules are defined, in terms of
audio feature representation with a logical probability,
and then a constraint optimisation approach is taken
to identify suitable reverb settings. Furthermore, the
authors identify that the reverberation applied was not
ideal, and that considerable further work was required.
[12] produced a system for training a system to apply a
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given set of reverb parameters, based on audio feature
extraction [13], and on a user interaction. This was
further extended in [14], to include a more general
approach to parameter mapping.

It is clear that the automated application of reverbera-
tion is little studied field. Despite reverberation be-
ing one of the oldest and most important audio ef-
fects [15, 7]. Reverberation can be used in a number
of cases outside of music production, such as making
sound effects more realistic [16].

[17] reported that a musician performing in a space
with a different reverb time (RT60), will naturally mod-
ify their performance speed to time with the reverb.
This principal will be developed further. This paper
presents an approach to the automation of reverbera-
tion parameters, specifically for percussive instruments.
Through the use of the tempo of a percussive track, we
select and will select and apply an appropriate rever-
beration RT60. This work was developed further, with
a considerably larger dataset in [18], and the results
agree with the initial paper.

2 Reverberation Mixing Rules

In order to construct a mapping between audio effect
parameters and attributes of the audio, a set of audio
rules were taken from literature, as presented in Table 1.

A typical and well known reverb designed by Dattorro
will be taken [22], and the parameters are automated,
based on a set of rules drawn from literature [23]. The
Dattorro reverberation unit was used with the following
control parameters:

e Gain

Pre-delay

Diffusion

Tail Decay

High Frequency Damping

High Frequency Cut

3 Controlling Reverberation Parameters

From these rules, a number of links were made between
parameters and low level attributes. It was identified,
through experimentation and analysis on test signals, it
was identified that the diffusion and tail decay parame-
ters are the two parameters that impact the RT60. The
RT60 is defined as the period of time taken for an input
impulse to decay by —60dB.

Rule 1 and 2 identify that the tempo can be used to pa-
rameterise the RT60 of the reverberation. The diffusion
and tail decay parameters can be used to control the
RT60 directly. Rule 7, in Table 1, identifies that the pre-
delay parameter can be controlled from the track tempo.
Furthermore, a constraint that the Since Rule 9 and 10
identify that low frequencies and transients are less
tolerant to reverberation, the HF damping and Gain pa-
rameters can be controlled by a measure of the transient
nature of a track. In this case, we will use the Crest
Factor [24]. A MATLAB VST implementation [25]
of the full project, along with some example pieces of
audio content are all available online.

3.1 Mapping Tempo to preferred RT60

[17] demonstrated that the RT60 of a space will influ-
ence the appropriate tempo of a musical performance.
Using the data, provided by [17], a Pearson correlation
was performed. The mean tempo of the performance
and the RT60 of the space, at 1kHz, are strongly corre-
lated r = —0.89 witha p =2.5 x 1073,

As such a linear regression was performed to identify
the link between tempo and RT60, such that

F(x)=pl*x+p2 (1)
Where, pl = —1.1 and p2 = 136.1

3.2 RT60 to Diffusion and Tail Decay

Within this reverberator, it was identified that the diffu-
sion and tail decay parameters are the two parameters
that impact the RT60. As such, we perform an optimi-
sation approach on these two parameters, to select the
appropriate parameters, based on the intended RT60,
and the track tempo. A number of test signals were
passed through the reverberator, and the results sam-
pled and analysed to identify the impact that each of

"https://github.com/djmoffat /AutoReverb
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Mixing Rule Ref.
Mixing Rule 1. There is a strong correlation between tempo of a song and RT60. [17]
Mixing Rule 2. A slower song will require a longer reverb. [17]
Mixing Rule 3. Typical reverb times (RT60) will not be longer than around 3s. [15]
Mixing Rule 4. It is better to err on the side of too little reverb, rather than too much. [19]

Mixing Rule 5. For a higher perceived amount of reverberation, increase the reverb loudness

and/or reverb time. [20]
Mixing Rule 6. Reverb time is strongly dependent to an autocorrelation measure. [20]
Mixing Rule 7. The pre-delay is timed as a multiple of the subdivided song tempo. [20, 21]
Mixing Rule 8. The pre-delay should be over the Haas fusion point [20]
Mixing Rule 9. Low-end frequencies are less tolerant of reverb and delay. [20]
Mixing Rule 10. Transients are less tolerant of reverb and delay. [20]
Mixing Rule 11. The sends into the reverbs should be equalised. [20]

Mixing Rule 12. The level of the reverb returns is on average set to a specific amount of True
loudness lower than the direct sound. [20]

Table 1: Set of mixing rules used to automate reverberation
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the parameters on the output RT60. The equations
were solved, using a MATLAB package to produce the
parameter mapping as follows

RT60 =942 .4 + 0.00002¢ (20354+decay)
+ 16170 (—06-446xdif fusion) 2

This means that the parameters can be iteratively set
to the given value, through the use of an optimisation
approach, with the following equations 3 and 4.

o+ Gexdiffusion —RT60

log( B )
decay = v 3)
log( (0t + Be?dec® — RT60
og
diffusion = - o 4)
where
a=942.4
B =2.004x107
y=20.54
o=1617x10*
K = —6.446
3.3 Pre-Delay

Given the Rules 7 and 8, the pre-delay parameter is
controlled directly by the smallest beat interval that
is considered to be within the threshold of the haas
fusion point. The haas point, otherwise known as the
precedence effect is the limit as to which two repeti-
tions of the same audio source is distinguishable as two
separate events [26]. This is typically considered to be
around 30ms, for most types of audio content. As such
the pre-delay parameter was set as the largest fraction
of the best interval that is greater than 30ms.

60

Pre-Delay = ? (®)]

Such that x € N, and Pre —delay > 0.03.

3.4 Gain

The reverb gain parameters are dictated by the level
of reverb already existing in the audio track, with a
specific target reverb rate to the entire track. As such,
the is inversely proportional to the crest factor.

= — DRR 6
crest3 ©)

where DRR is the direct to reverberant ratio of the in-
coming audio signal, as calculated with the method
presented in [27]. This is an important part of the
process, as if an audio track is already somewhat re-
verberant, it would not be preferable to add additional
reverb to the audio signal.

3.5 HF Damping

High frequency damping is controlled by the transient
nature of the audio track, particularly due to the length
of the reverb tail having a large impact on the per-
ception the reverb loudness [19]. As such, the high
frequency damping is controlled by the following equa-
tion

HighFrequencyDamping =

)

crest?

3.6 High Frequency Cut

Informal testing, along with Rule 11, dictated that high
frequency cut parameter should be set at a fixed value
of 5000Hz.

4 Discussion

An novel approach to the automation of reverberation
parameters, based on analysis of the input audio sig-
nal, is presented. The signal processing approach will
take the content of the audio signal and determine an
appropriate set of reverberation parameters for the in-
coming audio content. Where an incoming audio signal
contains considerable reverberation, less reverb will be
applied, and where the signal is more transient, less
reverberation is applied. Transient content will also
contain more high frequency damping, this is vital, as
in some informal tests, it was discovered that high fre-
quency reverberation on broadband transient sounds,
such as a snare drum, was fairly unpleasant.
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The mapping of two reverberation parameters, diffu-
sion and tail decay, to the RT60 of the reverberation
was an important aspect of this reverberator, as it allows
for a more conceptual understanding as to exactly what
properties of the reverb are being controlled. In parallel
with the RT60, there is also the scope to control the
perceived brightness of the reverb at this time, which
will allow for the optimisation of these two parameters
to be performed to a specific target. This was inves-
tigated, as part of this work, but no target parameters
could clearly identified as suitable for generic audio
content, and as such this has been left available in the
implementation, but a detailed discussion is out of the
scope of this paper.

There are a number of approaches or methods that
could be used to considerably improve this automatic
reverberator. A data drivemachine learning approach
could be taken, such as that described in [28].

It is clear that further development of the timbral as-
pects of the reverberator are necessary, to produce the
preferred tonality, allowing for a semi-autonomous con-
trol approach to a reverberator. Furthermore, a formal
subjective listening experiment, rather than the infor-
mal approach as part of implementation, should be
taken to verify the results of this work, and to con-
firm that this approach is both useful and can produce
suitable application of reverberation.
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